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Abstract
When analysing and presenting results of 
randomised clinical trials, trialists rarely report 
if or how underlying statistical assumptions 
were validated. To avoid data- driven biased 
trial results, it should be common practice 
to prospectively describe the assessments of 
underlying assumptions. In existing literature, 
there is no consensus on how trialists should 
assess and report underlying assumptions for 
the analyses of randomised clinical trials. With 
this study, we developed suggestions on how to 
test and validate underlying assumptions behind 
logistic regression, linear regression, and Cox 
regression when analysing results of randomised 
clinical trials.
Two investigators compiled an initial draftbased 
on a review of the literature. Experienced 
statisticians and trialists from eight different 
research centres and trial units then participated 
in a anonymised consensus process, where we 
reached agreement on the suggestions presented 
in this paper.
This paper provides detailed suggestions on 1) 
which underlying statistical assumptions behind 
logistic regression, multiple linear regression and 
Cox regression each should be assessed; 2) how 
these underlying assumptions may be assessed; 
and 3) what to do if these assumptions are 
violated.
We believe that the validity of randomised clinical 
trial results will increase if our recommendations 
for assessing and dealing with violations of the 
underlying statistical assumptions are followed.

Introduction
The results of randomised clinical trials and 
systematic reviews hereof are, and should be, at 
the top of the hierarchy of evidence.1–5 However, 
several domains may bias trial results including 
the choice and conduct of statistical analyses.2 6–8

In order to ensure validity of trial results and 
under some circumstances to optimise statis-
tical power, most statistical methods do require 
checking and validation of underlying theoretical 

assumptions.9 For example, the intervention effect 
estimated by analysis of covariance (ANCOVA) 
could under certain circumstances be erroneous if 
residuals are not normally distributed; and when 
using ANCOVA, power will often increase if data 
are log transformed.10 Likewise, if normality is 
violated and the sample size is small, then the 
Wilcoxon rank sum test can be three to four times 
more powerful than the independent samples 
t- test.9

Previously, we have undertaken a review of 
randomised clinical trials published in major 
medical journals in order to clarify whether 
the underlying assumptions behind the applied 
statistical tests were protocolised, assessed and 
reported.11 The conclusion was that trialists rarely 
report if or how the underlying assumptions were 
validated.11 Furthermore, the literature on the 
topic propose no clear recommendation on how 
to assess and report these underlying assumptions 
in relation to conducting a randomised clinical 
trial.11

For decades, there have been a positive move-
ment and ongoing strive to enhance transparency 
in medical research, for example, through the 
CONSORT statement and the EQUATOR network.6 12 
However, it has not yet become common prac-
tice to prospectively report the methods used to 
assess the underlying assumptions of the statistical 
models used in the analysis of a randomised clin-
ical trial.11 It also seems essential to address what 
steps are to be taken if the underlying assump-
tions are not fulfilled and what criteria are used to 
decide whether an assumption is violated or not. 
By checking assumptions, we can strive to ensure 
that the appropriate statistical methodology is 
being used.

To facilitate clarity, completeness and trans-
parency of reporting in randomised clinical trials, 
every step of the trial process, including assess-
ments of assumptions underlying the chosen 
statistical methods, need to be thoroughly proto-
colised, described and reported.11 The aim of this 
paper is: (1) to consider which underlying assump-
tions should be assessed when using logistic 
regression, linear regression and Cox regression 
during analysis of results from randomised clinical 
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Table 1 Logistic regression

Logistic 
regression

Assumptions behind the 
analysis How to assess if the assumptions are fulfilled

Potential measures if the assumptions are not 
fulfilled

A1: Observations are 
independent at least after 
adjusting for included 
covariates such as treatment 
site.

A1: Cannot be statistically established; use context knowledge.21 

22
A1: In case of dependent data, methods 
appropriate to the analysis of clustered data 
should be considered (eg, mixed models, 
general estimating equations, robust methods 
and so on).

A2: Linear effect on the log 
odds scale between continuous 
covariates and the outcome.

A2: Present Pearson residuals (observed values minus fitted 
values) against the fitted values of each continuous variable 
in a scatter plot. Patterns are taken as evidence against the 
assumption of a linear effect.23 24

A2: If the points are not close to a straight 
line, one option is to transform the continuous 
covariate, for example, to a factor variable (eg, 
into deciles or binary).17 21 25

A3: No major interactions 
between each covariate and the 
intervention.23 24

A3: Include, in turn and one at a time, each possible first order 
interaction between included covariates and the intervention. 
For each combination, test if the interaction term is significant 
(a conservative approach is Bonferroni adjusted thresholds 
for significance, adjusted per number of possible interactions) 
and assess the effect size of the interaction term (the threshold 
must have been prespecified in the statistical analysis plan). 
The assumption behind logistic regression is violated if one or 
more of the tests of interaction are significant after multiplicity 
adjustment and the size is above a given threshold.21 25

A3: Significant and clinically important 
interactions justify a presentation of the results 
of the analysis both as an average across the 
subgroups, which show different treatment 
effects (ie, ignoring the interaction) and 
separately for each group.21 25

A4: No relevant overdispersion. A4: Since models in clinical trials are relatively simple one might 
just test if the deviance/df is significantly different from one or a 
prespecified distance from 1.

A4: Use a maximum likelihood estimate of the 
dispersion parameter in the analysis.

A5: Sample size large enough 
to ensure valid CIs and p values 
based on asymptotic results 
(ie, all standard software).

A5: Check if the number of events is larger than 10 (rule 
of thumb) per independent parameter in the model.26 
Unrealistically wide CIs of the independent parameters may also 
indicate that the number of events may be too low.

A5: Use bootstrap to compute CIs and p values. 
Alternatively (when the number of sites/
stratification variables is high), use a mixed- 
effect model with a random- effects model for 
stratification variables.

trials; (2) to consider how to assess and validate these underlying 
assumptions and (3) how to deal with violations of these under-
lying assumptions.

We primarily focus on randomised clinical trials with two 
intervention arms, and logistic regression, linear regression and 
Cox regression as trialists commonly use these analysis methods 
in randomised clinical trials.11 Furthermore, these regression 
analysis methods allow essential adjustments for stratification 
variables used in the randomisation as well as adjustments for 
baseline covariates.13 14

Methods
Prior to beginning the development of the suggestions in this 
study, we performed a systematic survey of the literature to deter-
mine the current practice on the reporting of the assessment of the 
model assumptions for logistic, linear and Cox regression anal-
yses in randomised trials. The results showed that the reporting 
of the results of model assumptions in trials is suboptimal.11 The 
development of the recommendations in this study was done in 
two steps: (1) a systematic survey of the methodological litera-
ture to identify candidate assumptions for each method and (2) a 
consensus study among thirteen experts selected from academic 
clinical trials centres.

Systematic survey
The methodological literature was searched to identify candi-
date assumptions. Relevant databases were searched (PubMed, 
Cochrane Library, Google Scholar) using the search terms (assump-
tion, statistical, analysis, randomi*) in February 2019. Based on 
the results of the systematic survey two investigators (TL and JCJ) 
developed a candidate list of assumptions and compiled an initial 
draft of the paper including:

 ► General considerations.
 ► Which assumptions to assess.
 ► How to assess if underlying assumptions are violated.

 ► Potential measures in case the assumptions are violated.

Consensus study of experts
The initial draft was distributed to invited selected investigators at 
different departments and institutions known in our network (see 
list of coauthors). We applied a Delphi- inspired process focusing 
on anonymised commenting for the investigators to be unbiased 
by opinions from other specific investigators. Each investigator 
at each institution was free to accept, reject, comment or suggest 
alternative methods preferably backed by arguments, results of 
empirical studies, results of simulation studies and other refer-
ences to justify their comments and suggestions. All correspond-
ence went exclusively and one- to- one through an independent 
facilitator (AKN). AKN collected all comments, assembled them 
into a report and wrote a compiled and anonymised summary of 
the comments. JCJ and TL then commented on the report from the 
facilitator and here on composed a revised draft of how to test for 
assumptions. The comments, the revised draft and the report from 
the facilitator were then sent to the external investigators for a 
next round of anonymised comments. This process was repeated 
six times until all coauthors could accept the final document.

Results
General considerations on which assumptions to assess, what 
methods to use and potential measures if the assumptions are not 
fulfilled
We strongly recommend that the protocol or the detailed statis-
tical analysis plan for a trial should specify the key assumptions 
underpinning the analyses as well as how these assumptions 
should be assessed and what should be done if the assumptions 
are violated.11

For all regression analyses, we recommend testing for major 
interactions between each covariate and the intervention vari-
able. We recommend that the statistician, in turn, includes each 
possible first order interaction between included covariates and 
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Table 2 Linear regression including ANCOVA

Linear regression 
including ANCOVA

Assumptions behind the 
analysis

How to assess if the assumptions are 
fulfilled

Potential measures if the assumptions are not fulfilled
 

B1: Observations are 
independent at least 
after adjusting for 
included covariates such 
as treatment site.

B1: Cannot be statistically established; 
use context knowledge.21 22

B1: If the structure of dependence is known robust 
SEs can be used. In case of dependent data, methods 
appropriate to the analysis of clustered data should be 
considered (eg, mixed models) Otherwise the problem 
cannot be solved.

B2: Normally distributed 
residuals.

B2: Do a quantile- quantile plot (known as 
a QQ plot) of the residuals (straight line 
required).21 25

B2 and B3: Transform outcome (typically log 
transformation or square root) or use an alternative 
generalized linear model that fits the distribution and/
or use robust SEs.21 25 Note that if the sample is large, 
say above 100 participants, deviations from normality 
will have very little effect, which in effect makes 
the assumption of normality less critical in typical 
randomised clinical trials.27

B3: Homogeneity of 
variances.

B3: Residuals plotted against covariates 
and fitted values.21 24 25

B4: Linear effect of the 
continuous covariate.

B4: Residuals plotted against the 
continuous covariate and fitted values.21 

25

B4: If there is not a straight line one option is to 
transform the continuous variable. If a simple 
transformation does not work, one may transform the 
variable to a factor variable.21 25

B5: No major 
interactions between 
each covariate and the 
intervention.23 24

B5: Include, in turn and one at the time, 
each possible first- order interaction 
between included covariates and the 
intervention. For each combination, test 
if the interaction term is significant (a 
conservative approach is Bonferroni 
adjusted thresholds for significance, 
adjusted per number of possible 
interactions) and assess the effect size of 
the interaction term (the threshold must 
have been prespecified in the statistical 
analysis plan). The assumption behind 
ANCOVA is violated if one or more of the 
tests of interaction are significant after 
multiplicity adjustment and the size is 
above a given threshold.21 25

B5: Significant and clinically important interactions 
justify a presentation of the results of the analysis 
both as an average across the subgroups, which show 
different treatment effects (ie, ignoring the interaction) 
and separately for each group.21 25

If the covariate is continuous, a graphical display of 
the regression lines within each intervention group 
should be showed demonstrating the extent to which 
the lines are not parallel. The differences in all pair wise 
comparisons planned in the statistical analysis plan will 
now depend on the choice of observed covariate values 
used in the comparison. The range of the impact that 
this may have on the result of each comparison should 
be calculated.
The primary analysis should still be the analysis 
without interactions unless the observed interaction is 
particularly large. In this case, the interpretation of the 
results may become impossible.25 27

ANCOVA, analysis of covariance.

the intervention variable. For each combination, it should be 
assessed if the interaction term is significant and what the effect 
size is. Predefined threshold for significance should depend on the 
number of tests and although very restrictive Bonferroni adjusted 
thresholds may be considered (0.05 divided by number of possible 
interactions). Furthermore, it should be considered whether the 
interaction is assumed to have a clinically significant effect. If the 
interaction is concluded to be significant, it should be considered 
presenting separated analyses for each of the relevant variables 
(eg, for each site if there is significant interaction between the 
trial intervention and ‘site’) and an overall analysis including the 
interaction term in the model.

Visual inspection of different types of plots may be used to 
assess if underlying assumptions are violated (eg, visual inspec-
tion of histograms or plots of residuals). There are also several 
formal statistical tests, which may be used to test if certain under-
lying assumptions appear to be violated (eg, the Shapiro- Wilk 
test, Pearson’s χ² test and the Anderson- Darling test).15 16 Visual 
inspection of plots has the limitation that it requires a subjective 
assessment of the plot in question and the subjective assessment 
may not be reliable and replicable.11 The use of formal statistical 
tests also has limitations.11 Formal tests for normality will, for 
example, often conclude that data are not normally distributed if 

the data set is large, even when the departure from normality is 
inconsequential.11 On the contrary, if the data set is small, serious 
departures from normality may not be detected by a formal test 
due to lack of power and the inherent asymmetry in formal 
hypothesis testing as discussed below.11

We generally recommend using both graphical plots and formal 
statistical tests, and if there are discrepancies between these two 
assessments, then potential explanations for these discrepancies, 
and any action taken consequently, should be considered thor-
oughly and reported.11

How to visually interpret statistical plots is a complex task and 
statistical knowledge and experience is needed.17 In the present 
paper, we will not consider how to interpret plots, but this is of 
course a prerequisite for a valid statistical assessment if plots are 
used.

To limit the potential bias, we suggest that any graphical and 
formal assessment of assumptions is performed blinded to the 
randomised interventions to ensure that the ensuing choice of 
method was not influenced by the effect of the intervention. We 
also encourage that all the plots used are published in a supple-
mentary material as part of the main trial publication. That allows 
the reader to assess whether the methods are considered adequate. 
Furthermore, it should be documented how the choice of methods 
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Table 3 Survival analysis by Cox regression models

Survival analysis 
by Cox regression 
models

Assumptions behind the 
analysis How to assess if the assumptions are fulfilled

Potential measures if the assumptions are not 
fulfilled

C1: Observations are 
independent at least after 
adjusting for included 
covariates such as 
treatment site.

C1: Cannot be statistically established; use 
context knowledge.21 22

C1: If the structure of dependence is known, 
robust SEs can be used. Otherwise the problem 
cannot be solved.

C2: Independent 
censoring.

C2: Cannot be statistically established; use 
context knowledge.21 22

C2: If one suspects that dropout is informative, 
conduct a sensitivity analysis where the date of 
the occurrence of an event is set equal to the date 
of loss to follow- up. In other words, all patients 
lost to follow- up are assumed to experience the 
event on the date of censoring. In an alternative 
analysis, one should make the assumptions that 
these patients did not experience the event and 
the date of censoring is set equal to the date the 
trial was closed. Then, the range of bias caused 
by informative dropout can be assessed.

C3: Proportional hazards. C3: Proportional hazards between the compared 
intervention groups: -log log plot stratified by 
treatment and adjusted for the effects of all 
covariates (continuous and categorical) should 
show parallel lines.21 22

C3: Compute separate HR estimates for different 
proportions of follow- up, say first third, middle 
third and last third. If the estimates are not 
substantially different (corresponding to a 
clinically important difference), the range for this 
should be prespecified, the robustness of the 
Cox model ensures valid inference despite of the 
violation. If HRs differ substantially, they must all 
be reported along with a joint test for them being 
all equal to.28 29

C4: Log linear effect of 
the continuous covariate.

C4: Martingale residuals plotted against time; 
there should be no time pattern.30

C4: Transform the continuous variable to a factor 
variable (eg, into deciles).21 22

C5: No major interactions 
between each covariate 
and the intervention.21 

23 25

C5: Include, in turn and one at the time, 
each possible first order interaction between 
included covariates and the intervention. For 
each combination, test if the interaction term is 
significant (a conservative approach is Bonferroni 
adjusted thresholds for significance, adjusted per 
number of possible interactions) and assess the 
effect size of the interaction term (the threshold 
must have been prespecified in the statistical 
analysis plan). The assumption behind Cox 
regression is violated if one or more of the tests 
of interaction are significant after multiplicity 
adjustment and the size is above a given 
threshold.21 25

C5: See correspondent version of A5 and B5. 
Significant interactions justify a presentation of 
the results of the analysis adjusted for possible 
confounders and the stratification variables 
separate for groups defined by the covariate 
interacting with treatment (eg, if one centre in a 
multicentre trial shows a considerable different 
effect than the remaining centres).

C6: Sample size large 
enough to ensure CIs 
and p values based on 
asymptotic results (ie, all 
standard software).

C6: Check if the number of events is larger than 
10 (rule of thumb) per independent parameter 
in the model.25 Unrealistically wide CIs of the 
independent parameters may also indicate that 
the number of events may be too low.

C6: Use bootstrap to compute CIs and p values. 
Alternatively (when the number of covariates is 
high), use a mixed- effect model with a random- 
effect model for covariates.

was arrived at. It is necessary that all assessments and statistical 
analyses are performed while the statistician remains blind to 
the randomised treatment allocation, that is, intervention groups 
should be coded as, for example, ‘1’ and ‘2’ and unnecessary 
variables that might compromise the blinding of the statistician 
should be excluded from the dataset used in the primary analyses.

Statistical reporting
Blinded data on all outcomes should preferably be analysed by 
two independent statisticians. Two independent statistical reports 
should be sent to the trial steering committee, and in case of 
discrepancies between the two statistical reports, possible reasons 
should be identified and consensus on the most correct result 
sought obtained. A final statistical report should then be prepared, 

and all three statistical reports should be published as supplemen-
tary material.

Our detailed suggestions are presented in three tables, one 
for each analysis method, each presenting: ‘Assumptions behind 
the analysis’, ‘How to assess if the assumptions are violated’ 
and ‘Potential measures if the assumptions are not fulfilled’ (see 
tables 1–3).

Discussion
It can always be questioned whether it is possible and valid to 
present a ’cookbook’ for statistical analyses. Nevertheless, it is 
difficult to assess the quality of a methodology or to improve it, 
if is not described in detail. The present paper presents detailed 
suggestions on assessing and dealing with violation of underlying 
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Key messages

 ► The validity of results from randomised clinical 
trials is dependent on fulfilment of the underlying 
assumptions of the statistical analysis.

 ► There is no good consensus on how trialists should 
assess and report underlying assumptions for the 
analyses of randomised clinical trials.

 ► This paper presents suggestions on which 
underlying assumptions to test when using logistic 
regression, linear regression and Cox regression to 
analyse results of randomised clinical trials.

 ► The paper provides detailed suggestions on how 
these underlying assumptions may be assessed and 
what to do if the assumptions are violated.

assumptions for three frequently used statistical methods when 
analysing results of randomised clinical trials. Our recommenda-
tions are not exhaustive and following another methodology or 
systematic plan may also lead to valid results. This is particu-
larly important to emphasise regarding the measures suggested for 
when the assumptions are not met, as several valid options often 
exist when violations of underlying assumptions occur. Neverthe-
less, the existing lack of transparency when trialists report how 
underlying statistical assumptions are assessed is striking—both in 
published protocols and in trial publications.11 Other methodolog-
ical aspects than tests for underlying assumptions have received 
thorough attention for decades.7 It is our intention that this paper 
should equally heighten attention on this important part of the 
methodology and be viewed as a supplement to existing recom-
mendation.8 18

When analysing results of randomised clinical trials, the 
primary objective will often be to clarify if a given intervention is 
beneficial or not. Other trial objectives might necessitate assess-
ments of assumptions we have not included in our recommenda-
tions. As an example, we do plan to assess the proportional hazard 
assumption between the compared intervention groups. However, 
we do not recommend assessing the proportional hazards assump-
tion for each covariate (eg, by visually inspect plots of Schoenfeld 
residuals both of continuous and categorical covariates19) because 
violations of this proportional hazard assumption will rarely 
influence the overall trial conclusions whether the intervention 
works or not. If the HRs for each covariate are of interest, then 
the proportional hazard assumption for this covariate should of 
course be assessed.

A potential limitation of the present paper is that we did not 
follow a strict Delphi methodology.20 A Delphi process often 
includes several live meetings, SKYPE meetings and telephone 
conferences where recommendations are discussed, which has 
several advantages (in depth discussions, dedicated time for the 
project and so on). However, some researchers might, for example, 
be more persuasive than others or some researchers might have 
more charisma or be more famous than others, which might 
hinder recommending the optimal methodology if the famous 
researchers are not presenting the optimal viewpoints or argu-
ments. Therefore, we chose to focus on anonymous commenting 
when considering our recommendations and our methodology is 
therefore described as a ‘Delphi- inspired’ methodology. Neverthe-
less, it may be a potential limitation that we did go through a full 
Delphi process.

Conclusion
This paper provides suggestions for assessing the validity of the 
assumptions underlying commonly used statistical analyses for 
randomised clinical trials, as well as suggestions for assessing and 
addressing violations. We believe that the validity of trial results 
will increase if our recommendations are followed.
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